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Kestral PCle Optane AIC

Optane Memory Expansion and Compute Accelerator Card
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HostInterface A PCleGen4x16

Memory

Form Factor

Acceleration

Power
Cooling

Availability

Four DDR4 DIMM Slots (2 x 2 DIMMs Per Channel)
Up to 2TB Intel Optane Persistent Memory DIMM
Up to 512GB DDR4 RDIMM

Hardened Quadore ARMAS53 with dedicated memory.
Hardware enginefor compression, encryption and
search can be implemented dntel Stratix10 DX FPGA

A
A
A
A FHHL (FulHeight HallLength) Dual Slot
A
A

A 75WTDP for Memorgxpansion only.
A 150WTDP for Memorgxpansiorand Acceleration.

A Passiveooling. Airflow requirement up to 45 CFM

A Sampling now
A Contact: Arthur.Sainio@smartm.com>
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Serial Attached Memory Expansion
* PCleGen4 x16 and possibly CCIX coherent attacDgidne

PCIZ=>

EXPRESS

Hardware Acceleration
* Inline compression, encryption, keslue store
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Persistence

Networking

DDR5 DIMM

CacheCoherency
Or CXL

A

To 3>
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Intel Stratix10 FPGA acts as protocol convertor betw&ieand IntelOptanePMemDIMMSs.

Though InteDptanePMemDIMM have built in persistence, b&EPGAontroller does not have

backup power.So incase of surprispower losst At A A K1 ¢ Rl Ul @gKAOK gl & y?2
Optanemaybe lost

Alternative: Logic can be implemented in FPGA to ensure that during managed-pdowerall

data is flushed t@ptanePMem and restored fronOptane

There is no higepeedEthernet interface on this card, as it was not intended for SiN&@
applications.

Alternative: But there is buiin DMAengine which calbe used to transfer datkom otherNIC
or storage and memory available on the Host system.

This FPGA controller does not suppP2R5 or Intel Series 308memDIMMSs.
CurrenthardwaresupportOptanePmemseries100 (Apache Passn Memory mode. Support for
Intel Optaneseries 20PMem(BarlowPass) may be added in future.

FPGA on this card canmedpportCXL. Its can however support custom acceleration functions
which can be offloaded to FPGA.
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Kestral Enables Memory Expansion Through Serial Inte SMART
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Latencies Location fromCPU Capacitiesas of today Examples

L1/L2 cache: on chip

F GRSRAON G 6MkCorg 2 |3 [00SOfKB tolOsof MB

< 10ns

L3 cache: oithip
<50ns fF GaKlFINBRE¢ FY2z2y3d O N 100s MB taGiga Bytes
engines.

Direct attached (Parallel Bus)

* outside chip, shared among CPU sockets
* DDR4, NVDIMMN, NVDIMMP, Optane
PMem

< 100ns 100s of Giga Bytes

Serialattached PCleCXL, CCI®penCARI
<500 ns * Insidechassis, may or may not be directly
connected toHost.

100s of Giga Bytes to
TeraBytes

Fabricattached
* Qutsidechassis, distributed across racks  TeraBytes to Peta Bytes
* GenZ,RDMA

< 1000ns (1
us)
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(inteD)
inside Cortex-A

e CPU agnostic Memory expansion

AMDDl <& n*mA

Serial attached Memory expansiomith similar performance
PCI”> .

EXPRESS

} Acceleration with Memory expansion

L

'@ Y N
OptanePmem OptanePmem KestralPCleGen3 KestralPCleGen4 ***

Parameters (1 BP/IDPC) (4 BP/2DPC) (4 AP/2DPC) (4 BP/2DPC)
Host Interface DDRT DDRT PCleGen3x16 PCleGen4x16
Memory Barlow Pass Barlow Pass Apache Pass Barlow Pass
CPUSupport Intel Only Intel Only Intel, AMD, ARV Intel, AMD, ARM
Notes Memory Density 0.5 4x0.5=2TB 2TB 2TB
* Limited by OptanePmemDIMM configuration.May exceed with DDR4 RandonmRead (GB/s)**
DIMM or Intel PMemseries200 (Barlow Pass). ~ (Payloag64 Byte) 1.8 7.4 4.3* 7.0*
** |_atency measured over ra#?Cle Will be better with CCIX or similar y . y % . :
cache coherent protocol Random Writ{GB/s) 2 4* 2 6*
=+ Projected numbers with over PGI8en4x16 using InteDptane (Payloae64 Byte) 0.65 2.6
Pmemseries200 (Barlow Pass) or DDR4DIRIM Higher is better =< SequentiaRead (GB/s)**
_ 9.7 29.0
Source (Payload=25®yte) 7.4 29.6
https://www.intel.com/content/www/us/en/products/docs/memory SequentialVrite (GB/s)* 9.7* 10.0*

storage/optanepersistentmemory/optanepersistentmemory-200- ~ (Payload=25®ytes) 2.6 10.4
seriesbrief.htm| Lower is better ReadLatency 350ns 350ns 1500ns=1.5us 1500ns=1.5us
Write Latency 170ns 170ns 1500ns=1.5us 1500ns=1.5us
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PCleGens x16 A Kestralcan be exposed as separate
e Memory Tier in between Storage and
PCle Ep
DDR4/DDR5 Memory DIMMSs.

DMA Engine

A Opensourcedriver support and platform

Storage agnostic attachment.
Pool

Acceleration Function

Intel IP
A Pluggabléen existingchassisvith passive
Optane  Optane cooling.

PMEM PMEM
A Text compressionGZIP/ZLIB static & dynamic T (—— A Supports largéoolof Hardware IP from
Intel and partners for domain specific

A cH:Uﬁmant' for Key Value St S
ompaction ior Key value otorage User customizable logic workload acceleration.
Intel IP

Built in logic inside FPG

A Data Protection RAID for local storage
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Low latency
Storage
Computational Storage (acceleration)
Inline __ A Inine cpmpression and e_ncr)_/ption
compression A Authentication and authorization
Compute _ | A KeyValue store
Inline
encryption CPU agnostic
T PCI> PCI> A Reuse eX|s_t|nQD_CI.enfrastrU(_:ture
EXPRESS EXPRESS A Pluggable in existing chassis

o~

= *** Projected numbers with over PGI8en4x16 using Inte
OptanePmemseries200 (Barlow Pass) or DDR4DIMM

' ' N\
Parameters Samsuna Pro 980 Intel OptaneSSD KestralPCleGen3 KestralPCleGen4 ***
9 DC P5800X Series (4 AP/2DPC) (4BH2DPC)
Capacity 2TB 3x800=2.4TB 2TB 2TB
Host Interface 4 x (PCleGen4 x4) 4 x PCleGen4 x4) PCleGen3x16 PCleGen4x16
Random Read Perf (GB/s)** 3x2.6=7.8 3x5.7=17.1 4.3* 7.0* _ _
; Higher is better
Random Write Perf (GB/s)** 3x2.4=7.2 3x5.1=15.3 2.4* 2.6*
Sequential Read Perf (GB/s)** 3x7.0=21 3x7.2=21.6 9.7 29.0
Sequential Write Perf (GB/s)** 3x5.1=15.3 3x6.1=18.3 9.7* 10.0*
ReadLatency - 5000000ns=5000us 1500ns=1.5us 1500ns=1.5us } Lower s better
Write Latency = 5000000ns=5000us 1500ns=1.5us 1500ns=1.5us

** Assuming 4 separate PCGen4xANVMeSSD can give 3.5x performance wittiMepacket overhead. Usin@ size = 4KB to convert IOPS to GB/s
Source SamsunlyVMe SSD https://www.samsung.com/us/computing/memorgtorage/solidstate-drives/980pro-pcie-4-0-nvme-ssd2tb-mzv8p2t0b-am/#specs
Source Intel Optane SShttps://ark.intel.com/content/www/us/en/ark/products/201860/inteloptane-ssddc-p5800xseries800ab2-5in-pcie-x4-3d-xpoint.html



Kestralas Memory accelerator ‘= SMART"

== Modular Technologies

CCIX
Protocol Layer

System Memory
CCIX messages I PCle packets (DDR4DDR5)
Pl
C‘Clx TmSﬂCtI'DI'I : :
TFEII'EEl:ti on La}'er Acceleration Function
Layer S—amm _
A - > (- Intel IP
' i, I Optane
PCle Data Link Layer PMEM
Optane
PMEM
CCIX/PCle Physical Layer A Text compressionGZIP/ZLIB static &
dynamic Huffman
A Compaction ]‘or Key Value Storage
l T A Data Protection RAID for local storage
Tx Rx

Intel IP
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Enabling Persistent mode oiKestral

intel’

inside”

Data Buffers inside
the FPGA
(Volatile Memory)

> Persistent Memory




Benefits of offloading Data security functions

Token Based Authentication and Authorization (Openstack Keystone, CephX)

Logical View

Py 7. Yy Vv
P -\ ! " \ /"—\(/ )/ : / \'l‘_.

encrypted data 4
/Ceph \ e ™ User-1 A
[ | Request / Response [ ) '|
 Cluster | (signed with token) jl (Ceph Client) : |
A MQGO A
‘ his RED Cloud :
| o wsererou st A (omren) RN LE TS
»Pool of ; \\d \ , 8 15
| Ceph 03D (B2 C | ser3 4 SHE;
SErvVers i sz\? (Ceph Client) / 9 N
) i, I'muser 5 y . 8
A ' —~ ‘ )
\ Can | store my da\ta,_ i !l\/ o |8
Hello OSD Sérvéflsu‘:.l__._ets f_pflow a color code in your Ceph locker 75" \\ // 144
for tokens et = B
RED means allow only 8TB of storage. L/
vy

.
GREEN means allow read-only access. Ceph MOI‘IltOI‘

¢
b

A Performance: Offloading secure key management to accelerator, frees up Host for other critical functions.

A Scalability: Allows upgrade to newer protocols and encryptions engines, without changing hardware.

A Security: Implementing root of trustinihar dwar eo, i mproves security as
No change required in existing API.

i

Physical View

f .E

har dwar e

Reference: https://docs.ceph.com/docs/emperor/rados/operations/auth-intro/



Offloading RDMA Functions to FPGA AcceleratC

Networking Adapter and 5 i
Verb Briefi SNlA Possibilities
erps - priering Global Bducation R V/jrtual to Physical memory look-up tables

(MMU), can be implemented in hardware,
which allows application to directly post

> HCA — Host Card Adapter requests to Write Queue and Read Queue.

> Asynchronous interface posting polling
. Consumer posts work requests ware cats | _RDMANetworkAdapter A | gqdition, address mapping between
. HCA processes QP J, physical memory on node-A to physical

+ Consumer polls completions =
I/O channel exposed usermode apps =

> Transport services
+ Reliable / Unreliable

memory on node-B, can be maintained by
accelerator. This avoids intermittent CPU
interrupts, during data transfers.

Completion
Queue

1
1]
1

]

]

]

1

Send Receive
Queue Queue

]
]
]
1

Send Receive
Queue Queue

» Connected / Datagram _ Transport and RDMA A TCPIIP engine offload can free the CPU from
+ Send/Receive, RDMA, Atomic operations Offload Engine encapsulating/decapsulating packet headers,
| Data caleulations which is a fixed standard protocol function.

> Offloading
. Lransiizrt Srecuted by HEA A Accelerator hardware DMA can help pinning
. RET,,Z P Fort Port the memory pages which are used for RDMA

Optimize Storage Efficiency & Performance with Erasure Coding Hardware Offload 27 tran SferS ]
Approved SNIA Tutorial © 2016 Storage Networking Industry Association. All Rights Reserved
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Differentiation Offered by SMART

One stop shop for both manufacturing and solutions

A In-house expertise in Hardware manufacturing, design, prototyping

A Global Manufacturing capacity, enables continuous production in high volumes.
A Supports custom manufacturing and testing

Front runner in emerging technologies
A SMART is active member of multiple standards organizations and consortiums:
A Direct Attached: JEDEC (DDR DIMM, NVDIMM)
A PCleAttached:OpenCARICCIX, CXL, FRIG
A Fabric Attached: GeBd, RDMA (RoCEV1IN®A/RAR, NVMeoF
A FPGA technology allows users to add differentiation even after product is deployed in field.

Product Qualification and after sale support
A In-house lab to validate compliance with multiple OEMSs.
A Early access to new technology components from silicon manufacturers.
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CPU Agnostic (all CPU architectures)

Serial Attached Memory Expansion
* PCleGen4 x16 and possibly CCIX coherent attachgidne

PCIZ>

EXPRESS

Hardware Acceleration
* Inline compression, encryption, keylue store
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Thank You!




