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Kestral PCIe Optane AIC
Optane Memory Expansion and Compute Accelerator Card 

Feature Description

HostInterface Å PCIeGen4 x16

Memory
Å Four DDR4 DIMM Slots (2 x 2 DIMMs Per Channel)
Å Up to 2TB Intel Optane Persistent Memory DIMMor
Å Up to 512GB DDR4 RDIMM

Form Factor Å FHHL (Full-Height Half-Length) Dual Slot

Acceleration
Å Hardened Quad core ARM A53 with dedicated memory.
Å Hardware enginesfor compression, encryption and 

search can be implemented on Intel Stratix-10 DX FPGA

Power
Å 75W TDP for Memory expansion only.
Å 150W TDP for Memory expansionand Acceleration.

Cooling Å Passive cooling. Airflow requirement up to 45 CFM

Availability
Å Sampling now
Å Contact: Arthur.Sainio@smartm.com>



Key benefits

CPU Agnostic  (all CPU architectures)

Serial Attached Memory Expansion
* PCIeGen4 x16 and possibly CCIX coherent attached Optane

Hardware Acceleration
* Inline compression, encryption, key-value store



Features Description

Persistence

Å Intel Stratix-10 FPGA acts as protocol convertor between PCIeand Intel OptanePMemDIMMs. 
Though Intel OptanePMemDIMM have built in persistence, but FPGA controller does not have 
back-up power. So in case of surprise power loss άƛƴ-ŦƭƛƎƘǘέ Řŀǘŀ ǿƘƛŎƘ ǿŀǎ ƴƻǘ ŎƻƳƳƛǘǘŜŘ ǘƻ 
Optanemay be lost.

Å Alternative: Logic can be implemented in FPGA to ensure that during managed power-down all 
data is flushed to OptanePMem, and restored from Optane.

Networking

Å There is no high speed Ethernet interface on this card, as it was not intended for Smart NIC 
applications.

Å Alternative: But there is built-in DMA engine which can be used to transfer data from other NIC 
or storage and memory available on the Host system.

DDR-5 DIMM
Å This FPGA controller does not support DDR-5 or Intel Series 300 PmemDIMMs.
Å Current hardware support OptanePmemseries-100 (Apache Pass) in Memory mode. Support for 

Intel Optaneseries 200 PMem(Barlow Pass) may be added in future.

Cache Coherency
Or CXL

Å FPGA on this card cannot support CXL. Its can however support custom acceleration functions 
which can be offloaded to FPGA.

What Kestralis and isn’t?



Use-Cases



Kestral Enables Memory Expansion Through Serial Interfaces

Latencies Location fromCPU Capacitiesas of today Examples

< 10ns
L1/L2 cache: on chip
ϝ άŘŜŘƛŎŀǘŜŘέ ǘƻ ŀ ƎƛǾŜƴCPU Core

100sof KB to 10sof MB

< 50 ns
L3 cache: on-chip
ϝ άǎƘŀǊŜŘέ ŀƳƻƴƎ ǾŀǊƛƻǳǎ /t¦ ŀƴŘ ƘŀǊŘǿŀǊŜ 
engines.

100s MB to Giga Bytes

< 100ns

Direct attached (Parallel Bus)
* outside chip, shared among CPU sockets
* DDR-4, NVDIMM-N, NVDIMM-P, Optane
PMem

100s of Giga Bytes

< 500 ns
Serialattached (PCIe, CXL, CCIX, OpenCAPI)
* Inside chassis, may or may not be directly 
connected to Host.

100s of Giga Bytes to 
TeraBytes

< 1000ns (1
us)

Fabric attached
* Outsidechassis, distributed across racks
* Gen-Z,RDMA

TeraBytes to Peta Bytes



Kestral for Memory Expansion

Parameters
OptanePmem
(1 BP/1DPC)

OptanePmem
(4 BP/2DPC)

KestralPCIe-Gen3
(4 AP/2DPC)

KestralPCIe-Gen4 ***
(4 BP/2DPC)

Host Interface DDR-T DDR-T PCIeGen3x16 PCIeGen4x16

Memory Barlow Pass Barlow Pass Apache Pass Barlow Pass

CPUSupport Intel Only Intel Only Intel, AMD, ARM Intel, AMD, ARM

Memory Density 0.5 4x0.5=2TB 2TB 2TB

Random Read (GB/s)**
(Payload=64 Byte) 1.8 7.4

4.3* 7.0*

Random Write (GB/s)**
(Payload=64 Byte) 0.65 2.6

2.4* 2.6*

Sequential Read (GB/s)**
(Payload=256Byte) 7.4 29.6

9.7 29.0

Sequential Write (GB/s)**
(Payload=256Bytes) 2.6 10.4

9.7* 10.0*

Read Latency 350ns 350ns 1500ns=1.5us 1500ns=1.5us

Write Latency 170ns 170ns 1500ns=1.5us 1500ns=1.5us

Notes
* Limited by OptanePmemDIMM configuration. May exceed with DDR4 
DIMM or Intel PMemseries-200 (Barlow Pass).
** Latency measured over raw PCIe. Will be better with CCIX or similar 
cache coherent protocol
*** Projected numbers with over PCIe-Gen4-x16 using Intel Optane
Pmem-series-200 (Barlow Pass) or DDR4 LR-DIMM

Source: 
https://www.intel.com/content/www/us/en/products/docs/memory-
storage/optane-persistent-memory/optane-persistent-memory-200-
series-brief.html

CPU agnostic Memory expansion

Serial attached Memory expansion,with similar performance

Acceleration with Memory expansion

Higher is better

Lower is better



Kestral for Memory Acceleration or Storage Cache

Linux P2P kernel driver
Benefits

Å /t¦ Ŏŀƴ ǳǎŜ н¢. ƻŦ άǇŜǊǎƛǎǘŜƴǘέ aŜƳƻǊȅ 
ŀǎ ά{ǘƻǊŀƎŜ /ŀŎƘŜέ.

Å Kestralcan be exposed as separate 
Memory Tier in between Storage and 
DDR4/DDR5 Memory DIMMs.

Å Open sourcedriver support and platform 
agnostic attachment.

Å Pluggable in existing chassiswith passive 
cooling.

Å Supports largePoolof Hardware IP from 
Intel and partners for domain specific 
workload acceleration.

Å Text compression - GZIP/ZLIB static & dynamic 
Huffman

Å Compaction for Key Value Storage
Å Data Protection - RAID for local storage

DDR4 
DIMM

DDR4 
DIMM

PCIe
Root Port

Storage 
Pool

PCIe Ep

DMA Engine

Acceleration Function

PIO

Intel  IP

Optane
PMEM

Optane
PMEM

PCIeGen4 x16

Direct Attached Memory
(DDR4, DDR5, OptaneDIMMs)

Built in logic inside FPGA

User customizable logic

Intel IP



Kestral for Computational Storage

Storage

Compute

Interconnect

** Assuming 4 separate PCIe-Gen4x4 NVMeSSD can give 3.5x performance with NVMepacket overhead. Using IO size = 4KB to convert IOPS to GB/s.
Source Samsung NVMeSSD: https://www.samsung.com/us/computing/memory-storage/solid-state-drives/980-pro-pcie-4-0-nvme-ssd-2tb-mz-v8p2t0b-am/#specs 
Source Intel Optane SSD: https://ark.intel.com/content/www/us/en/ark/products/201860/intel-optane-ssd-dc-p5800x-series-800gb-2-5in-pcie-x4-3d-xpoint.html 

Parameters Samsung Pro 980
Intel OptaneSSD
DC P5800X Series

KestralPCIe-Gen3
(4 AP/2DPC)

KestralPCIe-Gen4 ***
(4 BP/2DPC)

Capacity 2TB 3x800=2.4TB 2TB 2TB
Host Interface 4 x (PCIeGen4 x4) 4 x (PCIeGen4 x4) PCIeGen3 x16 PCIeGen4 x16

Random Read Perf (GB/s)** 3x2.6=7.8 3x5.7=17.1 4.3* 7.0*
Random Write Perf (GB/s)** 3x2.4=7.2 3x5.1=15.3 2.4* 2.6*

Sequential Read Perf (GB/s)** 3x7.0=21 3x7.2=21.6 9.7 29.0

Sequential Write Perf (GB/s)** 3x5.1=15.3 3x6.1=18.3 9.7* 10.0*

Read Latency - 5000000ns=5000us 1500ns=1.5us 1500ns=1.5us
Write Latency - 5000000ns=5000us 1500ns=1.5us 1500ns=1.5us

Inline 

compression

Inline 

encryption

Low latency

Computational Storage (acceleration)
Å In-line compression and encryption
Å Authentication and authorization
Å Key-Value store

CPU agnostic
Å Re-use existing PCIeinfrastructure
Å Pluggable in existing chassis

Higher is better

Lower is better

*** Projected numbers with over PCIe-Gen4-x16 using Intel 
OptanePmem-series-200 (Barlow Pass) or DDR4 LR-DIMM



Kestralas Memory accelerator

System Memory
(DDR4, DDR5)

Å Text compression - GZIP/ZLIB static & 
dynamic Huffman

Å Compaction for Key Value Storage
Å Data Protection - RAID for local storage

Optane
PMEM

Optane
PMEM

DMA Engine

Acceleration Function

PIO

Intel IP

Optane
PMEM

Optane
PMEM

PCIe Phy

Home Agent

Built in logic inside FPGA

User customizable logic

Intel IP



Benefits



Enabling Persistent mode on Kestral

Persistent Memory

Data Buffers inside 

the FPGA

(Volatile Memory)



Benefits of offloading Data security functions

Logical View Physical View

Reference: https://docs.ceph.com/docs/emperor/rados/operations/auth-intro/

Each Ceph client authenticates itself 

only ñonceò per session with Ceph

Monitor, to acquire ñsession ID tokenò

Token Based Authentication and Authorization (Openstack Keystone, CephX)

Å Performance: Offloading secure key management to accelerator, frees up Host for other critical functions.

Å Scalability: Allows upgrade to newer protocols and encryptions engines, without changing hardware.

Å Security: Implementing root of trust in ñhardwareò, improves security as hardware keys are immutable.

No change required in existing API.



Offloading RDMA Functions to FPGA Accelerator

Possibilities

Å Virtual to Physical memory look-up tables 

(MMU), can be implemented in hardware, 

which allows application to directly post 

requests to Write Queue and Read Queue.

Å In addition, address mapping between 

physical memory on node-A to physical 

memory on node-B, can be maintained by 

accelerator. This avoids intermittent CPU 

interrupts, during data transfers.

Å TCP/IP engine offload can free the CPU from 

encapsulating/decapsulating packet headers, 

which is a fixed standard protocol function.

Å Accelerator hardware DMA can help pinning 

the memory pages which are used for RDMA 

transfers.



Differentiation Offered by SMART

One stop shop for both manufacturing and solutions

Å In-house expertise in Hardware manufacturing, design, prototyping

Å Global Manufacturing capacity, enables continuous production in high volumes.

Å Supports custom manufacturing and testing

Front runner in emerging technologies

Å SMART is active member of multiple standards organizations and consortiums:

Å Direct Attached: JEDEC (DDR DIMM, NVDIMM)

Å PCIeAttached: OpenCAPI, CCIX, CXL, PCI-SIG

Å Fabric Attached:  Gen-Z, RDMA (RoCEv1/v2, iWRAP), NVMeoF

Å FPGA technology allows users to add differentiation even after product is deployed in field.

Product Qualification and after sale support

Å In-house lab to validate compliance with multiple OEMs.

Å Early access to new technology components from silicon manufacturers.



Take Away

CPU Agnostic  (all CPU architectures)

Serial Attached Memory Expansion
* PCIeGen4 x16 and possibly CCIX coherent attached Optane

Hardware Acceleration
* Inline compression, encryption, key-value store



Thank You!


